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Abstract

In this paper, an on-board orbit propagator and compressing trajectory method based on B-spline for a lunar explorer are 

proposed. An explorer should recognize its own orbit for a successful mission operation. Generally, orbit determination is 

periodically performed at the ground station, and the computed orbit information is subsequently uploaded to the explorer, 

which would generate a heavy workload for the ground station and the explorer. A high-performance computer at the ground 

station is employed to determine the orbit required for the explorer in the parking orbit of Earth. The method not only reduces 

the workload of the ground station and the explorer, but also increases the orbital prediction accuracy. Then, the data was 

compressed into coefficients within a given tolerance using B-spline. The compressed data is then transmitted to the explorer 

efficiently. The data compression is maximized using the proposed methods. The methods are compared with a fifth order 

polynomial regression method. The results show that the proposed method has the potential for expansion to various deep 

space probes. 
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1. Introduction

Once put into the earth’s orbit by a launch vehicle, deep 

space probes such as a Mars probe, an asteroid probe, or a 

lunar explorer escape the earth orbit using engine injection to 

reach their target planets after staying in the earth orbit for a 

certain period of time. In the case of a lunar explorer, Trans-

lunar injection (TLI) is performed in the parking orbit to 

enter the lunar transfer orbit. When entering the earth-moon 

transfer orbit, the explorer is tracked by ground antennae 

distributed around the world; then, the orbit determination is 

performed based on the tracking data from the explorer. This 

data is used for the initial orbit determination value, which 

predicts the overall trajectory of the explorer. Basic research 

on a lunar explorer has been performed by Korea Aerospace 

Research Institute (KARI) [1-3]. However, development of an 

orbit propagator and a method for compact transmission of 

orbit data has not been addressed yet. 

1.1 Previous Works

In general, orbital motion analysis is based on the 

integration of a non-linear orbital equation. Special 

perturbation and general perturbation methods are utilized 

for solving the equation. The special perturbation theory 

yields a small error in the numerical integration of orbit 
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propagation, but it requires a high performance computer 

to obtain the desired results; the general perturbation 

method does not require a high performance computer. 

Significant numerical integration errors are expected over 

time. Ephemeris compression is proposed to overcome such 

a shortcoming [4]. 

The on-board orbit propagator, i.e., the propagator 

mounting the explorer, has been mainly studied in low-

orbit satellites. The residual, i.e., the difference between the 

reference orbit and true orbit, is generated. The residual 

orbit, which has a periodic characteristic, is transmitted to 

the satellite in the form of coefficients of Fourier functions 

along with the reference orbit [4]. The on-board computer 

enhances the accuracy of the orbit propagation and reduces 

the computational load by generating a reconstruction orbit 

using the coefficients and the reference orbit [5, 6]. Jung et 

al. [7] proposed a method which compresses and transmits 

the residuals between the real and the reference trajectory 

for a station keeping orbit of geostationary satellites. Lee 

et al. [8] studied about a multiple compression method for 

the residual. However, the methods cannot be applied to a 

deep space probe because the orbital characteristic for the 

deep space navigation is not periodic. Orbit determination 

within the satellite itself using GPS measurement data has 

also been studied [9-12]. The orbit estimation methods for 

satellite mounting include a batch filter, a sequential filter, 

and Kalman filter, etc. [13-16]. However, the accuracy of the 

propagated orbit using these methods is lower than that of 

the ground-determined orbit due to the measurement data 

noise and unexpected elements. Currently, an effective on-

board orbit propagator of deep space crafts, including the 

lunar explorer, has not been established.

Satellite data compression has been an active research 

topic. Compression using polynomial coefficients for 

transmission of antenna data, i.e., azimuth and elevation, was 

studied for the Korea Multi-purpose Satellite (KOMPSAT-3) 

[17, 18]. Gwangju Institute of Science and Technology (GIST) 

suggested a B-spline based algorithm for compressing 

antenna data [19, 20]. However, the aim of their study was 

to send the mechanical movement data for a short time 

period. In the case of a lunar explorer, the quantity of orbital 

data is immense compared to the quantity of antenna data; 

moreover, communication is constrained for the deep space 

case. Therefore the existing polynomial based compression 

approach may not produce stable results for a deep 

space orbit determination; furthermore, the compression 

ratio should be increased remarkably to avoid various 

communication constraints. A B-spline based algorithm for 

accurate orbit determination was studied, as described in 

[21, 22]. However, a B-spline based compression algorithm 

for orbital data transmission of a deep space probe has not 

been studied yet. Moreover, an on-board orbit propagator 

for deep space probes has not been addressed. 

1.2 Motivation

In this study, an on-board orbit propagator and an orbit 

data compression methodology based on the B-spline for 

a lunar explorer is proposed, which has not been reported 

in the literature. Existing methods are orbit determination 

in the ground stations, not onboard orbit propagation 

or compression. The explorer must be able to obtain 

information regarding its current and future trajectory for 

a stable navigation because the communication between 

Earth and the probe is sometimes limited (such as in the case 

of eclipse by other planet). Additionally, it should be able to 

perform tasks (such as maneuvering attitude to increase 

power production efficiency). 

Generally, precise orbit determination is mainly 

performed by the ground station due to the complexity 

of the orbital equation including perturbations. Orbit 

determination is periodically performed and the computed 

orbit data is uploaded to the probe, which would be the main 

work load to the ground station and the probe. 

The entire trajectory from the earth to the moon is 

classified into three zones as follow: 1) the zone from 

launching to entrancing Earth orbit, 2) a transition zone 

between the orbits of Earth and the Moon, called the 

transfer lunar trajectory 3) the zone that entering the lunar 

orbit and the landing section. Among them, intensive 

control and communication is performed at the launching 

and landing parts, 1) and 3), which are unstable. Therefore, 

communication between the ground station and the 

explorer such as accurate trajectories should be performed. 

On the other hand, the transfer lunar trajectory is a relatively 

stable section. Therefore, the accurate trajectory data can 

be computed in the ground station and be transmitted to 

the explorer once, and the explorer can compute accurate 

trajectories using its on-board computer. Because the size 

of the accurate trajectory data is enormous, transmitting 

them to the explorer with no loss of information would be 

a burden. To minimize the problem, it would be better to 

reduce the data size while the accuracy of the trajectory is 

maintained. In this paper, such problems are addressed 

and methods to solve them are presented.  

1.3 Proposed Models

The initial values for an orbit are determined at the TLI 

stage, and the orbit is precisely predicted using a high-
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performance computer at the ground station. Then, the 

computed data are compressed into the form of control 

points of B-spline through the proposed procedure 

satisfying a given tolerance (position 3 km, velocity 3 m/s). 

The compressed data are sent to the explorer, which then 

reconstructs the orbit based on the compressed parameter. 

Accordingly, it not only enhances the orbital prediction 

accuracy, but also decreases the workload and transmission 

time required by the explorer to recognize its position. 

The feasibility and performance of the method are 

demonstrated with direct transfer trajectory data for five 

days and WSB orbits for three months and compared with 

an existing method such as a method using polynomial 

regression [23]. 

The contributions of this study in terms of the lunar 

explorer operation are as follows: 

1) A unique on-board orbit propagator for deep space is 

developed. The onboard orbit propagator for a deep space 

probe has not been addressed so far, and only a method 

for orbit propagation of a low-orbit satellite was discussed. 

Research on compression and transfer of the lunar explorer 

orbital data as a secondary navigation system has not been 

addressed so far. The proposed method is a first attempt to 

address this issue.

2) An improved compression algorithm for processing orbit 

data of the deep space explorer is proposed and compared 

with the existing methods [19, 20, 24, 25]. Compression ratio 

is maximized by driving the optimal degree and number of 

control points of a B-spline, generate orbit interpolating with 

reference to time axis, and using 2-norm tolerance. 

3) An application to actual deep space probes is presented. 

A computation algorithm used at the ground station and 

on the lunar explorer and the data type for transferring 

presented. 

This paper is structured as follows: Section 2 presents 

various properties of the orbit of the lunar explorer. Section 

3 introduces deep space communications and their 

constraints. Section 4 describes the theory of interpolation 

using B-spline. Section 5 defines the formulation of 

the problem in this work and presents a procedure for 

improving the compression ratio based on the interpolation 

method described in Section 4. Section 6 describes the 

proposed methodology to be applied to the lunar explorer. 

Lastly, Sections 7 and 8 present the simulation results and 

conclusions, respectively.

2. Transfer Orbit of the Lunar Explorer 

The orbital trajectory between the lunar and the earth orbits 

is called the transfer orbit. The fuel consumption of an explorer 

is influenced by the gravitational fields of the earth and the 

moon. There are two types of trajectories to the moon: the direct 

transfer trajectory and the WSB transition orbit. Using the direct 

transfer trajectory, an explorer can reach the moon in a short 

time, and therefore, relatively high precision is not required 

compared with the WSB transition orbit because the reduced 

time to reach the moon may lead to a less accumulation of 

errors along the trajectory, which can relax the requirement 

of high precision. On the other hand, the WSB transition orbit 

requires relatively longer time for an explorer to reach the moon, 

and high precision and less fuel are required at the trans-lunar 

injection burn since the Lagrange point between the earth and 

the sun are used [26, 27]. 

2.1 Direct Transfer Trajectory

The lunar explorer moves from the earth parking orbit to 

the transfer orbit using a chemical propulsion system, such as 

a kick motor. The direct transfer trajectory takes place over a 

3–5 day transition period. Then, the explorer enters the lunar 

orbit as shown in Fig. 1. The direct transfer trajectory has the 

following characteristics: the period for entering the moon 

orbit is short, the mission is simple, and two opportunities 

for launching are available each day. This trajectory was used 

for Apollo, and was recently applied to lunar explorers such 

as Lunar Prospector [28] and Lunar Reconnaissance Orbiter 

LRO [29, 30]. 

Hiten spacecraft [31, 32] and the GRAIL spacecraft [33-35] 

entered lunar orbit using this trajectory. 

2.2 WSB Transfer Trajectory 

WSB transfer trajectory takes about 3–4 months to reach 

the lunar orbit from the earth parking orbit as shown in Fig. 

2. Since the probe should reach Lagrange points as far from 

the earth as approximately 1.5 million km, the accuracy of 

the launch vehicle needs to be considerably high, and the 

communication equipment installed to the probe needs to 

7 

 

Reconnaissance Orbiter LRO [29, 30].  

Fig. 1. Direct Transfer Trajectory(LRO) [29] 

Hiten spacecraft [31, 32] and the GRAIL spacecraft [33-35] entered lunar orbit using this trajectory.  

2.2. WSB Transfer Trajectory  

WSB transfer trajectory takes about 3–4 months to reach the lunar orbit from the earth parking orbit 

as shown in Fig. 2. Since the probe should reach Lagrange points as far from the earth as 

approximately 1.5 million km, the accuracy of the launch vehicle needs to be considerably high, and 

the communication equipment installed to the probe needs to be excellent. However, the velocity 

increment to enter the lunar orbit is reduced up to 25%; therefore, the weight of explorer can be 

reduced.

Fig. 2. WSB Transfer Trajectory(GRAIL) [33] 

Fig. 1.  Direct Transfer Trajectory(LRO) [29]
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be excellent. However, the velocity increment to enter the 

lunar orbit is reduced up to 25%; therefore, the weight of 

explorer can be reduced. 

3. Deep Space Communication and Constraints 

Reducing the communication load of the lunar explorer 

is an important issue. Deep space communication is 

conducted in order to transmit tele-commands and receive 

telemetry and measured data for various purposes. Deep 

Space Network (DSN) has been operated with four antennae 

in three regions (Goldstone, Madrid, Canberra), which 

provide general service [36-38]. 

A directional parabolic antenna of immense size is used 

for deep space telecommunication. The visibility radio 

band increases as the communication distance increases; 

accordingly, a small number of antennae are often used 

due to the size of the antennae and their corresponding 

visibility bands. The communication time of the lunar 

explorer using deep space communication is severely 

limited, therefore, requiring that the probe orbital data be 

transmitted compactly. As the amount of communication 

data decreases, it becomes increasingly less influenced 

by the antenna frequency band; therefore, low-frequency 

antennae can be used. 

4. Data Compression Based on Power and B-spline

The basic idea of orbital data compression is to identify a 

function that approximates the orbit while using a smaller 

amount of data, without losing critical information. In 

this section, a theoretical background of approximation is 

presented.

4.1 Data Approximation

Consider m points pi=(ti, xi, yi, zi)(i = 1, …, m), in 4D space, 

which contain no loops or self-intersection. Assume that 

there is a function f as follows: 
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Here, si is the parametric value corresponding to ip  and the unknowns is ja . The numbers of the 
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when 1n m  . In matrix form, Equation ( 2 ) is given by b Φ× a , where b  is an 1m   matrix 
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equation is linear and can be solved using various numerical techniques such as singular value 

decomposition [19]. Once the values of ja  are determined, Equation (1) approximates (or 

interpolates when ( 1)m n  ) the given data points. The approximation results are affected by the 

basis functions used. In this paper, two basis functions are considered: power and B-spline basis 

functions. 

4.2. Power Basis Function 

The power basis uses . ( ) k
j k s s   with k j , resulting in the power basis polynomial. The 

parameter s corresponds to time. When 1m n  , the polynomial interpolates the given data points, 

which is desirable to achieve high accuracy. However, from the standpoint of numerical stability and 

data reduction, it should be avoided since the degree of the polynomial could become very high since 

the number of the given data points is large, oscillation of the interpolated function could occur and no 

reduction of data is expected. 
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where ϕj.k is the j-th basis function of degree k, s is a 

parameter, n is the number of coefficients, and aj. is the j-th 

coefficient. Then the following equation should be satisfied 

at each point: 
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Here, si is the parametric value corresponding to Pi and 

the unknowns is aj. The numbers of the unknowns and 

equations are n+1 and m, respectively, and unique values 

of aj. are obtained only when n+1≤m. In matrix form, 

Equation ( 2 ) is given by b=Φ×a, where b is an m+1 matrix 

of bi, Φ is an m×(n+1) matrix of ϕj.k, and a is an (n+1)×1 

matrix of aj. This matrix equation is linear and can be solved 

using various numerical techniques such as singular value 

decomposition [19]. Once the values of aj are determined, 

Equation (1) approximates (or interpolates when m×(n+1)) 

the given data points. The approximation results are 

affected by the basis functions used. In this paper, two 

basis functions are considered: power and B-spline basis 

functions.

4.2 Power Basis Function

The power basis uses ϕj.k(s)=sk with k=j, resulting in the 

power basis polynomial. The parameter s corresponds to 

time. When m=n+1, the polynomial interpolates the given 

data points, which is desirable to achieve high accuracy. 

However, from the standpoint of numerical stability and 

data reduction, it should be avoided since the degree of the 

polynomial could become very high since the number of 

the given data points is large, oscillation of the interpolated 

function could occur and no reduction of data is expected.

In order to handle these problems efficiently, the input 

data set is subdivided into nμ segments, and the data points 

belonging to each segment are approximated using a 

polynomial regression method, separately. Equation (1) can 

be written as Equation (3), which is solved using singular 

value decomposition.

10 

 

In order to handle these problems efficiently, the input data set is subdivided into n  segments, and 

the data points belonging to each segment are approximated using a polynomial regression method, 

separately. Equation (1) can be written as Equation (3), which is solved using singular value 

decomposition. 

2
1 1 11 1 1 0 0 0

2
2 2 22 2 2 1 1 1

2

1 ...
1 ...

... ... ...... ... ... ... ... ... ... ...
1 ...

n x y z

n x y z

n x y z
m m mm m m n n n

x y zs s s a a a
x y zs s s a a a

x y zs s s a a a

     
     
      
     
     
        

 

(3)

4.3. B-spline Basis Scheme 

This approach uses B-spline as a basis function in Equation (1). The B-spline basis function is 

defined over a knot vector  1 2 3 1, , ,...., k nu u u u  T  whose elements ul (l = 1, … k + n + 1) are 

non-decreasing numbers [19]: 

1
,0

1
, , 1 1, 1

1 1

1
( )

0

( ) ( ) ( )

i i
i

i i k
i k i k i k

i k i i p i

if u s u
s

otherwise
s u u ss s s

u u u u



  



 
  

   

 
 


 
 

 

(4)

Using this definition, the B-spline curve in 4D space is given by: 

,
1

( ) ( )
n

j j k
j

s s


c a
(5)

Where ( ) ( ( ), ( ), ( ), ( ))s t s x s y s z s c p  and ( , , , )t x y z
j j j j ja a a aa . Additionally, ( )t s  is the time 

for command, ( )x s , ( )y s , and ( )z s  are positional and velocity information, and s is a parameter 

(3)

7 

 

Reconnaissance Orbiter LRO [29, 30].  

Fig. 1. Direct Transfer Trajectory(LRO) [29] 

Hiten spacecraft [31, 32] and the GRAIL spacecraft [33-35] entered lunar orbit using this trajectory.  

2.2. WSB Transfer Trajectory  

WSB transfer trajectory takes about 3–4 months to reach the lunar orbit from the earth parking orbit 
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4.3 B-spline Basis Scheme

This approach uses B-spline as a basis function in 

Equation (1). The B-spline basis function is defined over a 

knot vector T={u1, u2, u3, ... , uk+n+1} whose elements ul (l = 1, … 

k+n+1) are non-decreasing numbers [19]:

10 

 

In order to handle these problems efficiently, the input data set is subdivided into n  segments, and 

the data points belonging to each segment are approximated using a polynomial regression method, 

separately. Equation (1) can be written as Equation (3), which is solved using singular value 

decomposition. 

2
1 1 11 1 1 0 0 0

2
2 2 22 2 2 1 1 1

2

1 ...
1 ...

... ... ...... ... ... ... ... ... ... ...
1 ...

n x y z

n x y z

n x y z
m m mm m m n n n

x y zs s s a a a
x y zs s s a a a

x y zs s s a a a

     
     
      
     
     
        

 

(3)

4.3. B-spline Basis Scheme 

This approach uses B-spline as a basis function in Equation (1). The B-spline basis function is 

defined over a knot vector  1 2 3 1, , ,...., k nu u u u  T  whose elements ul (l = 1, … k + n + 1) are 

non-decreasing numbers [19]: 

1
,0

1
, , 1 1, 1

1 1

1
( )

0

( ) ( ) ( )

i i
i

i i k
i k i k i k

i k i i p i

if u s u
s

otherwise
s u u ss s s

u u u u



  



 
  

   

 
 


 
 

 

(4)

Using this definition, the B-spline curve in 4D space is given by: 

,
1

( ) ( )
n

j j k
j

s s


c a
(5)

Where ( ) ( ( ), ( ), ( ), ( ))s t s x s y s z s c p  and ( , , , )t x y z
j j j j ja a a aa . Additionally, ( )t s  is the time 

for command, ( )x s , ( )y s , and ( )z s  are positional and velocity information, and s is a parameter 

(4)

Using this definition, the B-spline curve in 4D space is 

given by:

10 

 

In order to handle these problems efficiently, the input data set is subdivided into n  segments, and 

the data points belonging to each segment are approximated using a polynomial regression method, 

separately. Equation (1) can be written as Equation (3), which is solved using singular value 

decomposition. 

2
1 1 11 1 1 0 0 0

2
2 2 22 2 2 1 1 1

2

1 ...
1 ...

... ... ...... ... ... ... ... ... ... ...
1 ...

n x y z

n x y z

n x y z
m m mm m m n n n

x y zs s s a a a
x y zs s s a a a

x y zs s s a a a

     
     
      
     
     
        

 

(3)

4.3. B-spline Basis Scheme 

This approach uses B-spline as a basis function in Equation (1). The B-spline basis function is 

defined over a knot vector  1 2 3 1, , ,...., k nu u u u  T  whose elements ul (l = 1, … k + n + 1) are 

non-decreasing numbers [19]: 

1
,0

1
, , 1 1, 1

1 1

1
( )

0

( ) ( ) ( )

i i
i

i i k
i k i k i k

i k i i p i

if u s u
s

otherwise
s u u ss s s

u u u u



  



 
  

   

 
 


 
 

 

(4)

Using this definition, the B-spline curve in 4D space is given by: 

,
1

( ) ( )
n

j j k
j

s s


c a
(5)

Where ( ) ( ( ), ( ), ( ), ( ))s t s x s y s z s c p  and ( , , , )t x y z
j j j j ja a a aa . Additionally, ( )t s  is the time 

for command, ( )x s , ( )y s , and ( )z s  are positional and velocity information, and s is a parameter 

(5)

Where c(s)≈p=(t(s), x(s), y(s), z(s)) and 

10 

 

In order to handle these problems efficiently, the input data set is subdivided into n  segments, and 

the data points belonging to each segment are approximated using a polynomial regression method, 

separately. Equation (1) can be written as Equation (3), which is solved using singular value 

decomposition. 

2
1 1 11 1 1 0 0 0

2
2 2 22 2 2 1 1 1

2

1 ...
1 ...

... ... ...... ... ... ... ... ... ... ...
1 ...

n x y z

n x y z

n x y z
m m mm m m n n n

x y zs s s a a a
x y zs s s a a a

x y zs s s a a a

     
     
      
     
     
        

 

(3)

4.3. B-spline Basis Scheme 

This approach uses B-spline as a basis function in Equation (1). The B-spline basis function is 

defined over a knot vector  1 2 3 1, , ,...., k nu u u u  T  whose elements ul (l = 1, … k + n + 1) are 

non-decreasing numbers [19]: 

1
,0

1
, , 1 1, 1

1 1

1
( )

0

( ) ( ) ( )

i i
i

i i k
i k i k i k

i k i i p i

if u s u
s

otherwise
s u u ss s s

u u u u



  



 
  

   

 
 


 
 

 

(4)

Using this definition, the B-spline curve in 4D space is given by: 

,
1

( ) ( )
n

j j k
j

s s


c a
(5)

Where ( ) ( ( ), ( ), ( ), ( ))s t s x s y s z s c p  and ( , , , )t x y z
j j j j ja a a aa . Additionally, ( )t s  is the time 

for command, ( )x s , ( )y s , and ( )z s  are positional and velocity information, and s is a parameter 
Additionally, t(s) is the time for command, x(s), y(s), and z(s) 

are positional and velocity information, and s is a parameter 

corresponding to (t(s), x(s), y(s), z(s)) . 

In order to use the B-spline scheme for fitting, the 

parameter values of s should be estimated. Namely, proper 

parametric values to each input point should be assigned, 

which is called the parametrization. Estimating appropriate 

parameter values is critical for good fitting. Various 

approaches for parameterization have been presented in the 

literature [25]. However, research on this issue is on-going 

since there is no single method that works for every case. In 

this work, the chord length parameterization method [25] 

is chosen. The chord length parametrization method was 

usually chosen for practical applications because it estimates 

parameters by considering the distribution of data points 

efficiently without involving any complicated computation. 

This method takes into account the distances between two 

consecutive points for parameter estimation. Given points  

pi(i=1, 2, 3, ..., m), the parameter values si for each point are 

estimated as follows: for the i-th point, the parameter value 

is si=si+1+Δi/L, i=(1, 2, 3, ..., m), Δi=|pi-pi-1|, L=∑Δi. Here, s1=0 

and 0≤si≤1.

Once parameter values are obtained, the coefficients in 

Equation (5), called the control points, can be computed by 

solving
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5. Proposed Procedure

5.1 Problem Description 

Given a set of reference data, a B-spline curve is 

computed, which approximates the reference with errors 

within a predefined tolerance. For compression, the number 

of control points should be minimized while the maximum 

error of the compressed one to the reference data must 

be within the given tolerance. The proposed procedure is 

expressed as a function f. The control points and a generated 

curve are obtained with the degree, the number of control 

points, and reference orbital data. 2-norm constraints 

are used to reflect the geometric shape and to enhance 

the compression ratio. This problem is formulated as an 

optimization problem as follows:             

- Objective: min(The size of parametic data)

• [Control points, Generated orbit data] = 
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	��ontrol	points,	 �enerated	orbit	data� 	� 	f�X�,	 I�̿	 	

	Decision	variable	X� � 	 �degree,	 the	nubmer	of	control	points�	

	Input	data	 I	̿ �	��eference	orbit	data�	

	�eference	orbit	data � 	 �t ,	 Px�� , 	Py�� ,	 Pz�� ,	 Vx�� ,	 Vy�� ,	 Vz�� �,	 �enerated	orbit	data	 � 	 �t ,	
Px�� ,	Py�� ,	 Pz�� ,	 Vx�� ,	 Vy�� ,	 Vz�� �	

‐	Tolerance	

	�	�m	�	 max ���Px�� � Px�� �� � �Py�� � Py�� �� � �Pz�� � Pz�� ���	

	�	m	�s	�max ���Vx�� � Vx�� �� � �Vy�� � Vy�� �� � �Vz�� � Vz�� ���	

Here,	 X�� , Y�� , Z�� 	 are	 the	 components	of	 the	 thi 	 position	of	 the	original	data,	 	X�� , Y��, Z�� 	

are	 the	 components	 of	 the	 thi 	 data	 of	 the	 reproduced	 data,	 Vx�� , Vy�� , Vz�� 	 are	 the	

components	of	the	 thi 	 velocity	vector	of	the	original	data,	and	 Vx�� , Vy�� , Vz�� 	 are	the	 thi 	
velocity	vector	of	the	reproduced	data.	

•  Decision variable 
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 = (Reference orbit data)

Reference orbit data = [t, Pxi 
o, Pyi 

o,, Pzi 
o, Vxi 

o, Vyi 
o, Vzi 

o], 

Generated orbit data = [t, Pxi 
r, Pyi 

r,, Pzi 
r, Vxi 

r, Vyi 
r, Vzi 

r]

- Tolerance

• 3 km > max
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Here, Xi 
o, Yi 

o, Zi 
o are the components of the ith position of 

the original data, Xi 
r , Y i 

r, Zi 
r are the components of the ith data 

of the reproduced data, Vxi 
o, Vyi 

o,, Vzi 
o are the components of 

the ith velocity vector of the original data, and Vxi 
r, Vyi 

r,, Vzi 
r are 

theith velocity vector of the reproduced data.

5.2 Procedure

The entire procedure is shown in Fig. 3. A method for 

orbit data compression is considered, which finds the 

optimal degree and control points that approximate the 

given reference data within a predefined tolerance. The 

control points are calculated by applying the B-spline 

scheme after parameterization of the original data using 

the chord length method as described in Section 4.3. A 

curve is generated based on the calculated control points. 

The reproduced data may generate distortions in the spatial 

axes, i.e. x, y, and z as well as in the time axis. The time 

axis of the generated curve completely matches with the 

original curve points, and the spatial data of the generated 

curve are interpolated according to the matched time with 
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the tolerance satisfied.

To find the optimal degree and the number of control 

points, the following B-spline characteristics are used: 1) 

as the degree of the curve increases, the number of control 

points of a curve for approximation is reduced, 2) for a 

degree exceeding a certain value, the number of control 

points is increased to approximate the data. Using these two 

properties, a procedure is proposed. The number of control 

points is increased for the initial degree (generally three) 

until the tolerance limit is satisfied. Then, the obtained 

number of control points for the initial degree is the largest. 

Next, the degree is increased by one, and a curve with a new 

set of control points is obtained. These steps are repeated, 

and the optimum degree corresponding to the minimum 

number of control points is obtained. 

5.2.1 Data Parametrization

The original data are parametrized to apply the B-spline 

scheme using the chord length method. The parameterized 

data are given as input to the procedure.

5.2.2 Computation of Control Points

The control points are obtained using the B-spline scheme 

with respect to the position and velocity sharing the same 

time axis. One control point has the values of [t, x, y, z].  

5.2.3 Generation of the Curve

The orbit is reproduced using the obtained control points 

and degree. It is regenerated as the number of the original 

data. The reproduced data cause distortions in the x, y, z axes 

as well as in the time axis. 

5.2.4 Linear Interpolation with respect to the Time Axis

Once data are reproduced through the control points of a 

B-spline curve, the time axes of the original and generated 

data are matched to apply the tolerance constraints. The 

differences between the original and the reproduced orbit 

are checked in the form of 2-norm with respect to the spatial 

data, i.e. x, y, and z axes, excluding the time axis. 

5.2.5 Tolerance Satisfaction

The geometric error is considered by adopting the 2-norm 

tolerance. This shows improved compression compared 

to the existing method. Previously, each control point is 

extracted on the two-dimensional plane, i.e. the time axis 

and individual x, y, z axis [14, 15], where the time information 

data are overlapped. In other words, assuming the number of 

control points as NCp, the existing methods need the NCp× 6; 

on the other hand, the proposed method requires NCp× 4. As 

the curvature of the curve increases, the required number of 

control points also increases. However, even curvature that 

is simple in the 3-D space may be complex once projected 

into the 2-D space, which may require more control points. 

5.2.6 Stop Condition

The optimal degree and the number of control points 

within the tolerance range in B-spline are shown in Fig. 4. As 

the degree increases, the number of required control points 

exponentially decreases. Once the degree exceeds a certain 

point, the graph flattens and linearly increases because the 

number of points requires at least degree + 1. The degree 

and the number of control points corresponding to the 

position of the graph where the flattening shape begins can 
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methods need the N�� � 6; on the other hand, the proposed method requires N�� � 4. As the 

curvature of the curve increases, the required number of control points also increases. However, even 

curvature that is simple in the 3-D space may be complex once projected into the 2-D space, which 

may require more control points.  

5.2.6. Stop Condition 

The optimal degree and the number of control points within the tolerance range in B-spline are 

shown in Fig. 4. As the degree increases, the number of required control points exponentially 

decreases. Once the degree exceeds a certain point, the graph flattens and linearly increases because 

the number of points requires at least degree + 1. The degree and the number of control points 

corresponding to the position of the graph where the flattening shape begins can be regarded as the 

optimal values .  

Fig. 4. Example of control point according to the degree 

6. Application Within a Lunar Explorer 

In order to use the proposed algorithm for a lunar explorer, the information transmitted to the 

explorer needs to be identified. Moreover, software in the explorer should be updated to handle the 

Fig. 4.  Example of control point according to the degree

(240~252)15-131.indd   245 2016-07-05   오후 7:54:30



DOI: http://dx.doi.org/10.5139/IJASS.2016.17.2.240 246

Int’l J. of Aeronautical & Space Sci. 17(2), 240–252 (2016)

be regarded as the optimal values. 

6. Application Within a Lunar Explorer

In order to use the proposed algorithm for a lunar 

explorer, the information transmitted to the explorer needs 

to be identified. Moreover, software in the explorer should be 

updated to handle the new algorithm.

6.1 Data Necessary for the B-spline Scheme

A command is given as a tuple of (t, x, y, z) to represent 

a position and a velocity. For a certain parameter s, a 

command is given by cpos(s) = (cpt(s), cpx(s), cpy(s), cpz(s)) and 

cvel(s) = (cvt(s), cpx(s), cpy(s), cpz(s)) for the position and velocity 

at s, respectively. Then the data that are necessary for the 

proposed method are given as follows:

•  The numbers of the control points of the approximated 

B-spline curves with reference to the position and 

velocity: npos, nvel

•  The control points for position and velocity: cpos(s) = 

(cpt(s), cpx(s), cpy(s), cpz(s))  and cvel(s) = (cvt(s), cpx(s), cpy(s), 

cpz(s))

• The degree of the B-spline curve: k

• The knot vector: T 

• The starting and ending times for the commands: ts and te 

Among them, the degree has a fixed value of three and the 

knot vector is assumed to have the following form:

T={0, 0, 0, 0, j/rt, 1, 1, 1, 1}(j=1, ..., rt-1)with rt=n-2. The knot 

vector then can be generated by the explorer using the same 

rule. Therefore, it does not have to be transmitted. The time 

function ct(s) is obtained using ts and te. Therefore, all the 

information that must be transmitted to the explorer for 

correct reconstruction includes npos, nvel, cpos(s), cvel(s), ts and te.

6.2 System change

The current explorer system should be updated to use 

the proposed method. Two additional functions must 

be implemented in the explorer: knot vector generation, 

B-spline basis function evaluation.

6.2.1 Knot Vector Generation

The knot vector can be generated by the explorer. This 

generation process is straightforward after the number of 

control points is obtained from the ground station.

6.2.2 Basis Function Evaluation 

The proposed method uses the B-spline basis function, 

which requires a new routine for computation. Therefore, 

the ground station as well as the satellite should have the 

same routine for B-spline evaluation. The function can be 

implemented using recursion or using the De Boor Cox 

algorithm [39].

7. Algorithm Application and Results 

In this section, the proposed algorithm and methodology 

are applied to the direct transfer and WSB trajectory 

calculated using Satellite Took Kit (STK). The polynomial 

regression method is applied to the orbit data for comparison. 

A polynomial of degree five is considered in this paper for 

polynomial based data compression, which is determined 

by analyzing the relation between the polynomial degree 

and the compressed data. Trajectory data are taken for 

analysis of data compression as shown in Fig. 5, which 

shows that there is no obvious relation between the degree 

and the compression ratio. In fact, the polynomial of degree 

five shows the best compression rate. As the degree of a 

polynomial increases, the stability in fitting becomes worse. 

Therefore, a polynomial of lower degree is preferred in most 

cases. 

The fifth order polynomial is expressed in the form of  

f(t)=a0+a1t+a2t2+a3t3+a4t4+a5t5. The compressed data consist 

of the time data that indicate the segment boundary and 

polynomial coefficients, The polynomial methods are 

independently applied to the spatial axes x, y, and z with 

time axis t. Exceeding a given tolerance range, it is further 

divided into smaller segments. 

7.1 Simulation Condition

Orbit data are extracted through STK/Astrogator. The 

simulation conditions used in this test are shown in Table 1. 

The conditions can be set in STK.

The data to be compressed are the time and positions 

18 
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Fig. 5. Correlation between polynomial degree and compressed data volume 

7.1. Simulation Condition 

Orbit data are extracted through STK/Astrogator. The simulation conditions used in this test are 

shown in Table 1. The conditions can be set in STK. 

Table 1. Simulation conditions of orbit data 

Numerical condition Runge–kutta 78th 

Earth gravitational field JGM 16 × 16 

Moon gravitational field LP165 8 × 8

Third body perturbation Earth, Sun, Moon 

Coordinate frame J2000 

Reference data interval 60 seconds 

The data to be compressed are the time and positions ���� ��� ��� and the velocity (��� ��� ����as 

shown in Table 2, which are defined using the J2000 coordinate system of earth. The data are 

Fig. 5.  Correlation between polynomial degree and compressed data 
volume
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(Px, Py, Pz) and the velocity (Vx, Vy, Vz) as shown in Table 

2, which are defined using the J2000 coordinate system of 

the earth. The data are extracted at one-minute intervals, the 

direct transfer trajectory has 6,480 rows with a short period 

of transition; WSB trajectory has 164,822 rows with a very 

long period of transition. 

The original data are compressed in the form of control 

points of the B-spline. The compressed control points are 

transferred to the lunar explorer through tele-commands. 

The control points are independently calculated for position 

and velocity. 

7.2 Results of Applying Direct Transition Trajectory 

The control points are obtained by using the proposed 

method for position or velocity. The tolerances for position 

and velocity are assumed to be 3 km and 3 m/s, respectively. 

The number of control points according to the degree is the 

shown in Fig. 6. 

The points where the curve does not increase are extracted. 

The data required for transmission include the degree, the 

number of control points, the control point values, and the 

initiation and end times [18]. Each of the control points 

has four-dimensional information, i.e., time and x, y, z. The 

degree, the number of control points, and the optimized 

compression ratio are shown in Table 3. The original orbit 

data, the calculated control points, and the reproduced orbit 

data are shown in Fig. 7. 

The errors between the reference and the generated orbit 

are represented in Fig. 8. 

The results of applying the polynomial regression 

are shown in Table 4. The regression with the 5th order 

polynomial is applied for each of the spatial axes x, y, and 

z. The regression with the 5th order polynomial is currently 

considered in practice. Polynomials of higher degrees could 

be considered for more compression. However, the regression 

using polynomials of higher degrees could become unstable. 

Therefore, the degree should be maintained to a reasonable Table 1. Simulation conditions of orbit data
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coefficients, The polynomial methods are independently applied to the spatial axes x, y, and z with 

time axis t. Exceeding a given tolerance range, it is further divided into smaller segments.  

 

Fig. 5. Correlation between polynomial degree and compressed data volume 

7.1. Simulation Condition 

Orbit data are extracted through STK/Astrogator. The simulation conditions used in this test are 

shown in Table 1. The conditions can be set in STK. 

Table 1. Simulation conditions of orbit data 

Numerical condition Runge–kutta 78th 

Earth gravitational field JGM 16 × 16 

Moon gravitational field LP165 8 × 8

Third body perturbation Earth, Sun, Moon 

Coordinate frame J2000 

Reference data interval 60 seconds 

The data to be compressed are the time and positions ���� ��� ��� and the velocity (��� ��� ����as 

shown in Table 2, which are defined using the J2000 coordinate system of earth. The data are 

Table 3. Application of the proposed algorithm
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The points where the curve does not increase are extracted. The data required for transmission 

include the degree, the number of control points, the control point values, and the initiation and end 

times [18]. Each of the control points has four-dimensional information, i.e., time and x, y, z. The 

degree, the number of control points, and the optimized compression ratio are shown in Table 3. The 

original orbit data, the calculated control points, and the reproduced orbit data are shown in Fig. 7.  

Table 3. Application of the proposed algorithm 

 Position Velocity 
Degree 7 9 

The number of control points 15 17 
The number of data 64 72 

The number of original data 45360 
Data compression rate 99.70% 

(a) Position (b) Velocity 

Fig. 7. Optimized control points and trajectories of direct transfer 

The errors between the reference and the generated orbit are represented in Fig. 8.  

Table 2. Orbital Data for Compression
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extracted at one-minute intervals, the direct transfer trajectory has 6,480 rows with a short period of 

transition; WSB trajectory has 164,822 rows with a very long period of transition.  

Table 2. Orbital Data for Compression 

Epoch 

(Julian Date) 

Position (km) Velocity (km/s) 

Px Py Pz Vx Vy Vz 

2458850.287 41801.664 42182.506 58602.419 1.5694 1.88991 1.2346 

2458850.288 41895.777 42295.849 58676.422 1.56769 1.88817 1.23219 

… … … … … … … 

The original data are compressed in the form of control points of the B-spline. The compressed 

control points are transferred to the lunar explorer through tele-commands. The control points are 

independently calculated for position and velocity.  

7.2. Results of Applying Direct Transition Trajectory  

The control points are obtained by using the proposed method for position or velocity. The 

tolerances for position and velocity are assumed to be 3 km and 3 m/s, respectively. The number of 

control points according to the degree is the shown in Fig. 6.  

(a) Position (b) Velocity 

Fig. 6. Variation of the number of control points as a function of degree  
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range. If the position and velocity exceed 3 km and 3 m/s, 

the segment is subdivided into smaller ones, and the same 

process is performed until the tolerance is satisfied.

7.3 Results of Applying WSB Transition Trajectory 

The WSB trajectory is enormous compared to the direct 

transfer trajectory. With the curvature increasing, the 

number of the control points grows due to the characteristics 

of the B-spline. The three-dimensional curvature of the 

location and velocity according to the time axis are shown in 

Fig. 9. The graph shows that the curvature increases sharply 

at a certain point, which indicates the earth-sun Lagrange 

point located 1 million km away from the earth. Arriving the 

Lagrange point, the explorer changes its route towards the 

moon, which means inflection in terms of orbital geometry. 

The number of control points exponentially increases at the 

Lagrange point. Thus, the data is processed by first dividing 

it at the Lagrange point into two segments. The control 

points are obtained for the classified position and velocity. 

The tolerances of position and velocity are 3 km and 3 m/s, 

respectively. 

The number of control point variations according to the 

degree for each segment, and the simulation results are 
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Fig. 7. Optimized control points and trajectories of direct transfer
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(a) Position (b) Velocity 

Fig. 8. Error histories between the reference and generated orbits of direct transfer trajectory 

The results of applying the polynomial regression are shown in Table 4. The regression with the 5th

order polynomial is applied for each of the spatial axes x, y, and z. The regression with the 5th order 

polynomial is currently considered in practice. Polynomials of higher degrees could be considered for 

more compression. However, the regression using polynomials of higher degrees could become 

unstable. Therefore, the degree should be maintained to a reasonable range. If the position and 

velocity exceed 3 km and 3 m/s, the segment is subdivided into smaller ones, and the same process is 

performed until the tolerance is satisfied. 

Table 4. Polynomial regression application 

  Position Velocity 

Axis The number  
of segments 

The number 
of data 

The number 
of segments 

The number  
of data 

x 132 925 7 50 
y 157 1100 7 50 
z 129 904 9 64 

Total 418 2929 23 164 
Data compression rate   93.18% 

                                                                        (a) Position                                                                                               (b) Velocity

Fig. 8. Error histories between the reference and generated orbits of direct transfer trajectory

Table 4. Polynomial regression application
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shown in Fig. 10 and Table 5, respectively.

The original orbit, the calculated control points, and the 

reproduced orbit are depicted in Fig. 11. 

Error histories of trajectory orbit are depicted in Fig. 12.

The results of the polynomial regression are represented 

in Table 6. 
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7.3. Results of Applying WSB Transition Trajectory  

The WSB trajectory is enormous compared to the direct transfer trajectory. With the curvature 

increasing, the number of the control points grows due to the characteristics of the B-spline. The 

three-dimensional curvature of the location and velocity according to the time axis are shown in Fig. 9. 

The graph shows that the curvature increases sharply at a certain point, which indicates the earth-sun 

Lagrange point located 1 million km away from the earth. Arriving the Lagrange point, the explorer 

changes its route towards the moon, which means inflection in terms of orbital geometry. The number 

of control points exponentially increases at the Lagrange point. Thus, the data is processed by first 

dividing it at the Lagrange point into two segments. The control points are obtained for the classified 

position and velocity. The tolerances of position and velocity are 3 km and 3 m/s, respectively.  

(a) Curvature of position (b) Curvature of velocity 

Fig. 9. Curvature according to position and velocity  

The number of control point variations according to the degree for each segment, and the simulation 

results are shown in Fig. 10 and Table 5, respectively. 

                                                              (a) Curvature of position                                                                   (b) Curvature of velocity

Fig. 9. Curvature according to position and velocity

                                                             (a) First segment of position                                                      (b) Second segment of position

                                                             (c) First segment of velocity                                                       (d) Second segment of velocity

Fig. 10. Variation of the number of control points according to degree

Table 5. Application of the proposed algorithm
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(a) First segment of position (b) Second segment of position 

(c) First segment of velocity (d)  Second segment of velocity 

Fig. 10. Variation of the number of control points according to degree 

Table 5. Application of the proposed algorithm 

  Position Velocity 

Segment 1 2 1 2 
Degree 10 13 14 13 
The number of control points 39 31 34 30 
The number of data 160 128 140 124 
The number of the original data 1153754 
Data compression rate  99.95% 

The original orbit, the calculated control points, and the reproduced orbit are depicted in Fig. 11.  
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7.4 Comparison of Data Compression Rates 

The comparison of the proposed method and the 

polynomial regression are shown in Table 7. For direct 

transfer data the compression ratios of 93.18 % and 99.7 % 

are obtained for the polynomial regression and the proposed 

algorithm, respectively. For the WSB data, 93.18 % and 99.7 

% reduction are achieved for the polynomial regression and 

the proposed algorithm, respectively. 

Using the size of the data compressed by the proposed 

algorithm as a numerator and the size of the data 

compressed by the polynomial regression as a denominator, 

the ratios are 4.4% (direct transition data) and 9.73% (WSB 

data), respectively. Transmitting the date using polynomial 

regression took 100 seconds, it takes 4.4 and 9.73 seconds 
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(a) Position (b) Velocity 

Fig. 11. Optimized control points and trajectories of WSB transfers 

Error histories of trajectory orbit are depicted in Fig. 12. 

(a) Position (b) Velocity 

Fig. 12. Error histories between the reference and generated orbits of WSB trajectory 

The results of the polynomial regression are represented in Table 6.  

                                                                           (a) Position                                                                                 (b) Velocity

Fig. 11. Optimized control points and trajectories of WSB transfers
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(a) Position (b) Velocity 

Fig. 11. Optimized control points and trajectories of WSB transfers 

Error histories of trajectory orbit are depicted in Fig. 12. 

(a) Position (b) Velocity 

Fig. 12. Error histories between the reference and generated orbits of WSB trajectory 

The results of the polynomial regression are represented in Table 6.  

                                                                           (a) Position                                                                                             (b) Velocity

Fig. 12. Error histories between the reference and generated orbits of WSB trajectory

Table 6. Application of the polynomial regression method
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Table 6. Application of the polynomial regression method 

  Position Velocity 

Axis The number 
of segments 

The number 
of data 

The number
of segments

The number
of data 

x 390 2731 22 155 

y 245 1716 15 106 

z 125 876 13 92 

Total 760 5323 50 353 

Data compression rate 99.51% 

7.4. Comparison of Data Compression Rates  

The comparison of the proposed method and the polynomial regression are shown in Table 7. For 

direct transfer data the compression ratios of 93.18 % and 99.7 % are obtained for the polynomial 

regression and the proposed algorithm, respectively. For the WSB data, 93.18 % and 99.7 % reduction 

are achieved for the polynomial regression and the proposed algorithm, respectively.  

Using the size of the data compressed by the proposed algorithm as a numerator and the size of the 

data compressed by the polynomial regression as a denominator, the ratios are 4.4% (direct transition 

data) and 9.73% (WSB data), respectively. Transmitting the date using polynomial regression took 

100 seconds, it takes 4.4 and 9.73 seconds for direct transfer and WSB trajectory, respectively, using 

the proposed methods. Therefore, the proposed algorithm shows excellent compression efficiency for 

the orbital data transmission. 

Table 7. Comparison of compression rates 
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Table 7. Comparison of compression rates  

  Direct transfer trajectory WSB trajectory 

  
Polynomial 
regression

Proposed  
method

Polynomial 
regression

Proposed  
method

The size of compressed data (byte) 6186 272 11352 1104 
Compression rate 93.18% 99.70% 99.51% 99.95% 
The size of original data (byte) 90720 2307508 

Proposed method 100%
Polynomial regression

 4.40% 9.73% 

Fig. 8 and Fig. 12 satisfy the given tolerance. The initial and final errors of the compression results 

are relatively large compared to those of the other sections. This is caused by the B-spline 

approximation scheme with free-end conditions at the initial and final positions. Here, the free-end 

condition is the one that no position constraint or any higher derivative constraint is enforced. In 

general having such a free end condition may require less control points in the approximation while 

the tolerance condition is satisfied. Such errors at both ends can be reduced by introducing position 

constraints, or by using a less tolerance, either of which may result in more control points. However, 

because the main purpose of the proposed method is to compress the orbit data as compactly as 

possible within a user specified tolerance, we use the free end conditions at a loss of accuracy at the 

initial and final positions. 

8. Conclusions  

In this study, an on-board orbit propagator and orbital data compression using a B-spline are 

proposed for a lunar explorer. A model for the on-board orbit propagator of a lunar explorer is 

designed to decrease the workload of the ground station and the explorer. A huge amount of data is 

compressed with stability and high efficiency using B-spline. Furthermore, the compression ratio is 

maximized using various novelty methods. Applying WSB and direct transfer trajectory calculated by 
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for direct transfer and WSB trajectory, respectively, using 

the proposed methods. Therefore, the proposed algorithm 

shows excellent compression efficiency for the orbital data 

transmission.

Figure 8 and Fig. 12 satisfy the given tolerance. The initial 

and final errors of the compression results are relatively 

large compared to those of the other sections. This is caused 

by the B-spline approximation scheme with free-end 

conditions at the initial and final positions. Here, the free-

end condition is the one that no position constraint or any 

higher derivative constraint is enforced. In general having 

such a free end condition may require less control points in 

the approximation while the tolerance condition is satisfied. 

Such errors at both ends can be reduced by introducing 

position constraints, or by using a less tolerance, either of 

which may result in more control points. However, because 

the main purpose of the proposed method is to compress the 

orbit data as compactly as possible within a user specified 

tolerance, we use the free end conditions at a loss of accuracy 

at the initial and final positions.

8. Conclusions 

In this study, an on-board orbit propagator and orbital 

data compression using a B-spline are proposed for a lunar 

explorer. A model for the on-board orbit propagator of a 

lunar explorer is designed to decrease the workload of the 

ground station and the explorer. A huge amount of data is 

compressed with stability and high efficiency using B-spline. 

Furthermore, the compression ratio is maximized using 

various novelty methods. Applying WSB and direct transfer 

trajectory calculated by STK, a compression ratio of over 

99% can be obtained, thus demonstrating the excellence of 

the proposed algorithm compared to polynomial regression. 

The changes of the system and the transfer data to be applied 

are specifically described. The proposed method can be used 

to reduce the communication data of a lunar explorer, and 

its application can ultimately be extended to deep space 

probes, such as a Mars explorer.
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