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with consideration of the impact condition
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Abstract

The objective of this study is to enhance neural-network guidance to
consider the impact condition. The optimal impact condition in this study is defined
as an head-on attack. Missile impact-angle error, which is a measure of the degree
to which the missile is not steering for a head-on attack, can also have an
influence on the final miss distance. Therefore midcourse guidance is used to
navigate the missile, reducing the deviation angle from head on, given some
constraints on the missile g performance. A coordinate transformation is introduced
to simplify the three-dimensional guidance law and, consequently, to reduce
training data. Computer simulation results show that the neural-network guidance
law with the coordinate transformation reduces impact-angle errors effectively.
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Introduction

The feasibility of the neural-network
approximation has been investigated for a
midcourse guidance problem [1-4]. In this
paper, the neural-network approach is extended
to consider the impact-angle condition of
intercept problems of non-maneuvering targets
decelerated by atmospheric drag (Fig. 1). One
of the important functions of midcourse
guidance is to reduce the impact-angle error.
For ballistic targets, the closer the intercept
geometry is to head on, the shorter the miss
distance is (the probability of collision
increases). A coordinate transformation is
employed to extend the previous approach to
consider the impact condition. The
three-dimensional (3D) guidance law is

meact predicted intercept point

;impact-angle error
v

Fig. 1. Problem definition

decomposed into two commands; one is to guide the vertical missile motion in the transformed
coordinate (TC) and the other is to regulate the horizontal motion. The neural network for the
vertical motion is trained by optimal trajectories generated for the same flight-path angle
condition but other terminal position conditions. Then the network outputs for the not-trained
terminal conditions are obtained by transforming the input of the network. Therefore optimal
trajectories obtained for various terminal flight-path angles are not needed for training data. The
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estimation of the missile time to go, which is needed to predict the intercept point, is also simplified
by considering the vertical motion in TC.

This paper is organized as follows: the mathematical model of typical medium-range
missile is reviewed first. Then the midcourse guidance law using the coordinate transformation
is explained. Third, the prediction algorithm is described. Finally, simulation results are
presented to compare the performance of the proposed scheme with that of the optimal
trajectory. The results are evaluated in terms of the impact-angle error as well as interception
time and miss distance.

Mathematical model

The missile is modeled as a point mass and the state variables are the missile position in
the ECEF (Earth Centered Earth Fixed) frame ( 7, 7, A), the missile velocity relative to the NED
(Navigation) frame v, and the flight-path angles y and ¢. The control variables are the angle of
attack @ and the angle of total lift direction ¢, called the bank angle. The equations of motion are
given by

r = vsiny (1)
7 — -ucosysing ©)

7COSA

'/1 — UCOSZCOSQ (3)

v

_ (T'cosa—D)

p — gsiny+ » 2% (cos?Asiny— cosAsinAcosycos¢) @)

v = (T'sina+ L)sing | vsindcosysing

n;vcosy rcosd (5)
n r £°sindcosAsing _ _2QcosAsinycos¢ +90sind
vCcosy cosy
: (Tsina+ L)cos¢ _ _gcosy 4 _vcosy
Y pr o r (6)

+-L UQZ ( cos®Acosy+ sinAcosdsinycos¢) + 2 2singcosA
where
L = —%pszCL, C.=C.(a— a,)
D= —5 00*SCp. Cp=Cp+k Ci?

The aerodynamic derivatives Cp, Cp, and k are given as functions of Mach number M, which

is a function of v and the altitude #4:

CL‘,=CL,,(1W), CD,,:CD‘,(M, k= k(M)
The missile mass and thrust are given as functions of time £
m= m(d, T=T

Guidance law using coordinate transformation

The optimal flight trajectory formulated to reduce the impact-angle error is not always within
a vertical plane, and the optimal missile motion cannot be always approximated by that on the vertical
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plane. Therefore the guidance law designed in the two-dimensional (2D) space can not be easily
extended to the 3D flight as the previous study [4]. In this study, a coordinate transformation is
introduced to apply the previous extension method to this case. The transformation is determined
by which the final missile velocity desired for the reduction of the error is within a vertical plane
of TC. Then the neural network designed in the 2D space is employed to produce the reference vertical
flight-path angle to satisfy the desired velocity direction in TC and the reference horizontal flight-path
angle is calculated to regulate the missile motion within the plane. The reference angles are transformed
inversely to the original coordinate (OC) and guidance commands to follow them are calculated by
feedback linearization [5-7]. As long as the difference between OC and TC is small, the approximation
by the coordinate transformation results in the optimal performance for the given impact condition.

Determination of coordinate transformation

Fig. 2 shows the relationship between TC and OC (the variable in TC is denoted as ( - )’.
7 %'*plane is spanned by the final desired velocity and the desired position vector. The vertical
flight-path angle of the velocity in TC is y, ref, those of optimal trajectories for training data. The

vertical plane corresponds to the guidance plane in the previous study [4] and will be called guidance

plane likewise.
The procedure of determining three vectors 7, 7, and ¥ is as follows.
1. First, 7 -axis is aligned with the final velocity required for a head-on attack :
7= v=_cos 7,C08 ¢y, cosysingy, — siny))

2. 7 is a normal vector to the guidance plane spanned by 7', and

d=(x7, xf, x0) — (x3y, X34, Xt ("
3. % is obtained by rotating %, (= 7,"% 7)) around 7 -axisby — 7y " Then, 7= 7% %
From 7, 7, and %, the coordinate transformation matrix is computed by
A N, #% N, > Ny
1vrogc 1 ke
T = /\Z . !\' /{ . /]\ /l\k' /-.]\ (8)
i kK 7 F k-k

and, T '= 77 from the orthogonality condition of coordinate transformation matrix.

Fig. 3 shows the relationship between the guidance plane 7 /lé'*plane and the vertical plane

Height Nogth Eui;é"“-
plane

final velocity

predicted intercept point

East

Fig. 3. Relationship between the
) guidance plane and the
Fig. 2. Relationship between TC and OC vertical planeof OC
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of OC where neural-network guidance is obtained, ?’2—plane. Here, the direction of _Z ref is defined by

— ref

i . . — —
y™ and ¢ ™=0, » “=(cos y™,0,—sin ™). The difference & between vyand v,

causes the difference between " 7%~p1ane and 7 //%'-plane. This induces the variation of flight
environment in TC from that trained, such as the changes of launch conditions, gravity, and so on.
Therefore to output the correct commands in TC neural networks must not be sensitive to the changes.

Reference flight-path angles

For the vertical missile motion in TC the y-correction guidance law is used. As shown in
the previous study, this guidance law is not sensitive to the changes of launch conditions, which
can be induced by the coordinate transformation in this study. In this study, the previous y-correction
guidance is modified to consider the characteristic shape of optimal flight trajectories when final

flight-path angles are constrained to 7, el [8]; the optimal missile motion in the vicinity of the

intercept point comes near to a straight line 2= h,+(x—x/,)tan 7, as will be represented in the
numerical results.

Y = v+ {(h—hy)—(x—x)tan 7,}N(t,v,x—x/, h— hy) 9)
where M -+ ) represents a neural network, which learns the optimal missile motion. Then the
y-correction command in TC is given by

7’“ = )’/ref‘}'(da"l'd]’taﬂ YJM)N(t,U,—dl',dg') (10)
where d= TZ’. The horizontal flight-path angle to regulate the missile motion within the guidance
plane in TC is given by

¢*" = tan ‘l(g—f,) (11)

From »* and ¢, the reference flight-path angles in OC, 7" and ¢°, are computed as
follows.

v" = (cos " cos ¢, cos ¥ 'sin ¢, —sin 7*")

=71
7 = tan NT—2—7)

\_/ vy + v
¢" = tan ~'( 05, v})

Derivation of guidance commands

Two commands « and ¢ are designed to track 7" and ¢*. By assuming small e,
(Tsina+L)cos¢+ 4

.7 _

e ’ (12)
X Nyacos¢+ 4,, Na:(—%‘PUZSCL”-I- 7/ (mwv)
5 = (T'sing+ L)sing | 4,
MUCoS Yy (13)

. Nyasing
T cosy
where 4, and 4, represent the last terms of the RHS of Egs. (6) and (5), respectively. The

+ 4,

control inputs for ¥ and ¢ correction are chosen as
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Fig. 4. Guidance loop using coordinate transformation

k(Y =

n, = acos¢=—%—y (14)
k.cos(¢" —¢)

n, = asing=—— 2 17\/(-¢ ¢ (15)

where k. and k., are the inverse of the time constants of the closed-loop 7 and ¢ dynamics,
respectively. Substitution of Egs. (14) and (15) into Eqgs. (12) and (13), respectively, gives the linearized
7y and ¢ dynamics
Yy = k(7-N+4, (16)
b= k(¢ —9+4a, a7
If |4, and | 44| are small, the proper choice of parameter k. and k. enables the missile to

track 7" and ¢". From Egs. (14) and (15),
a = sign(n,)V n’+n’ (18)

a3

n, ) 19)

¢ = tan ~'(

Fig. 4 represents the guidance loop using the coordinate transformation. It shows that reduction of
impact-angle errors requires the determination of the coordinate transformation and three times
coordinate transformations.

Prediction of the intercept point using coordinate transformation

The target is a freely falling body in the central gravitational field. The intercept geometry
is illustrated in Fig. 5. The method in Ref. [4] is used to predict the intercept point. The procedure
required to compute the solution of the following equation is represented in Fig. 6.

() — £ () =0 (20)

The computation procedure in each block is summarized as follows.

® Blocks 1 through 3 : Given the target current states and the central angle &,
» predicted target position 1(8) [9] :
UTZ

“relrr

rr 1—cosé
= + +4 y =
N feos? 77 cos( yr+6) cos rr A

» predicted target flight-path angles at () :
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Fig. 5. Intercept geometry Fig. 6. Procedure required to compute Eq. (20)
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® Block 4 : For a head-on collision,

740 = —¥H0)
9A60) = ¢ 6)— sign (¢ O) - 7

® Block 5: Given 1(6), _v:c, and current missile position, the coordinate transformation matrix
T is computed.
® Block 6 : A neural network is employed for estimating ¢ g. It is approximately estimated

by considering only the vertical motion in TC. However, it has disadvantage that the
procedure of determining T is required whenever 6 is updated.

e = tglv,7,—d\",d;)

Numerical Resuits
Neural-network training

Using the missile data in Ref. [4], the neural-network guidance law and ¢ 4,-estimator are

designed. Initially, optimal trajectories computed under the condition in Table 1 are used for training
data.

Table 1. Optimal trajectories for initial training data

cost : min J= ¢,
initial conditions : v,=27m/s, 7,90 ", (x,, k) =1(0,0)km
terminal conditions:  y,=40 ",

(xf, hf)={(40, 40), (40, 60) (40 80),

(60, 40), (60, 60), (60, 80)
(80, 40). (80, 60), (80 80)jkrm

inequality constraint : |a]<10 °
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0— . . . . : : ; Fig. 7 shows the optimal flight trajectory for
= g@w@%{%@fmm e miss distance each terminal conqition. As the nﬁ§sile
-10r approaches the final point, the flight

trajectories approximate to the straight line

-20¢ 1 h=hs+(x—xotan y,. Using this data, a
30l neural network for guidance is trained. The
= neural network accepts ¢, v, x—x;, h—hy
§40— as input variables, and outputs the value of
E (r— 7/ {(h= k) —(x—z)tan 7,") (se
-50 o . ] e Fig. 8). The pattern vectors which satisfy
60l ] (h—hy)=(x—x)tan y,™ are excluded fr

. om the training set. The procedure of neural-

-70+ i E network training is same as to the method
- in Ref. [1]. However, the obtained neural-net

-80F N3 1 work guidance law shows the bad generalizat
80 70 60 50 40 30 20 40 o lon capability: large miss distances (> 2 km)

x-xf (km) as shown in Fig. 7. The different results from

Fig. 7. Optimal flight trajectories for initial training € Previous study [4] are caused by the final
data constraint y/= ¥y rf which diminishes th

e similarity between optimal trajectories. The

optimal 7 trajectories in Fig. 9 also show this tendency. The trajectories 3 and 7 are more remarkable
than others. To solve this problem, more optimal trajectories are added to the training data, and
the trajectory 3 is excluded because many optimal trajectories are required to obtain good performance
in the region near the point. Fig. 10 shows new optimal trajectories to improve training data, where
the trajectories al through a6 represent the additional trajectories The more dense trajectories will
improve intercept performance. A new neural network is trained again, and that for ¢ ,,—estimator
is also trained by the same training data. The structure of the neural network for guidance is chosen
as 2 hidden layers, where 12 and 10 units in each layer, respectively, and that of ¢ z,—estimator

consists of the same number of hidden layers with 8 and 7 units in each layer.

Neural Network

o
(h—hd)—(x—=xtan¥¥

Fig. 8. Input elements and output variable of th Fig. 9. Optimal vertical flight-path angles
eneural-net guidance law for initial training data
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Fig. 10. Additional optimal trajectories to improve training data
Guidance law evaluation

The performance of the neural-network guidance law is investigated by computer simulation.
The first simulation is used to check the degree of training and the generalization capability of neural
networks in the 2D space. Fig. 11 shows the contour map of the miss distances and the terminal
flight-path angles. These results are obtained by simulating the guidance loop for many points with

5km X 5km grid size when 7y~ y; *l(=40 " ). From this figures, it is observed the performance

of the neural-network guidance is guaranteed in the region 40-80km X 40-80km except the surroundings
of the point 3. In the region, the miss distances are less than 600m and the terminal flight-path

angles are about 40 . Fig. 12 represents the time-to-go error distribution, which is defined by

I )
e(t go)= % fo |¢ te — ¢ ™| g The terminal flight times obtained from the guidance-loop simulation

are used to compute the true time to go t;’t‘,’e. The errors are less than 2 sec. From the test results

in the 2D space, good performance is expected in the 3D space. It depends on the sensitives of the
neural networks to the coordinate transformation.

Then, the guidance loop in Fig. 4 is evaluated; the simulation against the moving targets in
the 3D space is performed. The feedback gains for 7 and ¢ correction are chosen as %, =2 and
k., = 0.5, respectively, and the predicted intercept point is updated at every 5 sec. If neural networks
are not sensitive to the coordinate transformation, the region which shows the good performance
in OC is preserved by the coordinate transformation. Three different scenarios are considered according
to the initial target location and flight-path angles as shown in Fig. 13.

Table 2 shows the simulation results, where Optimal (free) represents the optimization results
without the constraints of flight-path angles and Optimal (IA) represents the optimization results
constrained by the terminal impact angles of NN. Reductions in the impact-angle error &(8) of NN
is observed in all cases of NN. Since Case 3 has very small impact-angle error in Optimal (free),
the differences between Optimal (free) and NN are small. The impact-angle errors of Case 1 and

Case 2 decrease by 11 ~ approximately, and this induces longer flight times than those of Optimal
(free). When compared with Optimal (IA), the flight times of NN increase slightly, with the error
smaller than 3.4%. This is because the 3D motion is simplified by the 2D in NN. From this results,
it can be concluded that the 2D guidance law is extended to the case of the 3D flight using the
coordinate transformation.
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Fig. 13. Target initial conditions

Table 2. Simulation results

target | criterion | Optimal (free) | Optimal (I1A) NN
t; (sec) 58.70 60.59 62.62 (3.35)
Case 1 MD (m) - = 101.72
() (deg) 48.13 37.02 37.01
t; (sec) 59.24 59.81 61.18 (2.23)
Case 2| MD (m) - - 226.11
(3) (deg) 25.52 14.02 14.02
t; (sec) 59.17 59.21 59.25 (0.07)
Case 3| MD (m) - - 121.60
() (deg) 1.63 - 0.16

() : error(%) in

t¢ from that of Optimal (IA)
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Fig. 14 represents the simulation results of Case 1. The discrepancy from the flight trajectory
of Optimal (IA) decreases as the missile approaches the intercept point in Figs. 14(a) through (c).
To reduce the impact-angle error, the trajectory is more curved than that of Optimal (free). Although
the initial errors of the flight-path angles induce the prediction error of f , it decreases as the

flight time increases in Fig. 14(d). From Figs. 14(e) and (f), y and ¢ follow 7" and ¢, respectively,
and it enables the missile to reduce the impact-angle error.

Concluding Remarks

The neural-network guidance law is enhanced to reduce the impact-angle error. The coordinate
transformation is introduced to simplify the design of the 3D guidance law. The missile motion in
TC is decomposed into vertical and horizontal motion, respectively. The neural-network guidance
law and ¢ g,-estimator designed in the vertical plane are used. The neural networks are trained

by optimal trajectories subject to the same terminal condition of the flight—path angle and other terminal
position conditions. The terminal flight-path angle conditions which are not used in training are produced
by the coordinate transformation. Computer simulation investigates the performance of the guidance
law. The results show that the neural-network guidance law with the coordinate transformation
reduces impact-angle errors and flight times are slightly larger than the optimal solution.
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